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ABSTRACT Driven by conditions set by smaller
solutes, proteins fold and unfold. Experimentally,
these conditions are stated as intensive variables -
pH and other chemical potentials - as though small
solutes were infinite resources that come at an
externally varied free energy cost. Computation-
ally, the finite spaces of simulation allow only fixed
numbers of these solutes. By combining the analytic
Gibbs adsorption isotherm with the computational
Monte Carlo sampling of polymer configurations,
we have been able to overcome an inherent limita-
tion of computer simulation. The idea is to compute
analytically the free energy changes wrought by
solutes on each particular configuration. Then nu-
merical computation is needed only to sample the
set of configurations as efficiently as when no bath-
ing solute is present. For illustration, the procedure
is applied to an idealized two-dimensional hetero-
polymer to yield lessons about the effect of cosolutes
on protein stability. Proteins 2004;57:311–321.
© 2004 Wiley-Liss, Inc.

INTRODUCTION

Inside cells, proteins fold spontaneously into specific,
biologically functional, native forms. The self-assembled
structure is determined not only by amino-acid sequence
but also by the cellular environment of other proteins,
nucleic acids, lipids and smaller molecules. Malleable
polymers, proteins respond differentially to various agents
that affect the stability of different states or configura-
tions.1–5 In vitro measurements show that these cosolutes
act on proteins through crowding, osmotic stress and other
preferential interactions.6–15 Some cosolutes, such as sug-
ars, can further stabilize the native state of a pro-
tein.3,9,11,16,17 Others, chemical denaturants, such as urea
and guanidinium, destabilize the native state to favor
unfolded (denatured) conformations. 10,18–22 Some agents
even destabilize particular protein conformations but sta-
bilize new, well ordered, secondary structures (such as
helixes).23

Because of the large number of solute and cosolute
molecules that must be considered for reliable thermody-
namic averages, it can be difficult to model proteins under
the constraints of fixed chemical potentials.24,25 Several
methods treat the solvent as a mean field acting to affect
protein energy.26–29 Instead, we develop here an efficient
way to evaluate the equilibrium ensemble of protein states
in a mixed (water-cosolute) solution without making mean-
field assumptions. Combining thermodynamic averaging

with Monte Carlo (MC) simulation,30 we use the analytic
expressions for the adsorption isotherm31 to evaluate the
free energy change from cosolute–protein interaction at
each instantaneous protein configuration. The strategy is
somewhat similar to that used in recent years to study the
native structure of proteins at fixed pH, taking into
account in the simulations the charged state of side chains
according to the proton chemical potential in solution.32–35

However, we use a MC procedure to sample the equilib-
rium ensemble of states under different chemical poten-
tials, to follow the process of protein folding or unfolding in
response to its environment.

Specifically, by evaluating the adsorption free energy of
cosolutes acting on each configuration, we are able to keep
the chemical potential of the bathing solution fixed while
testing each protein conformation generated by a MC
move. As usual, the weight of each configuration is evalu-
ated according to its Boltzmann probability in free energy,
but it is now based on the sum of inter-protein energy and
cosolute adsorption free energy. In this way, we preclude
the need for MC sampling of all the different cosolute–
protein configurations.

We develop and illustrate this computational strategy
by considering the example of a heteropolymer on a
two-dimensional (2D) lattice. In the spirit of the so-called
‘HP model’,36,37 the protein is represented as a self-folding
polymer, composed of hydrophobic and hydrophilic (or
polar) monomers. In a set of MC moves, such proteins can
self-assemble into one or few compact, energetically dis-
tinct, native structures. In the model, cosolutes are small,
each assumed to occupy a single lattice site. Each cosolute
has preset adsorption (free) energies with the two types of
protein monomers, reflecting the overall tendency of coso-
lute to associate with a monomer as compared to its
tendency to remain solvated in the bathing solution.

Our goal in this illustration is to reveal the link between
the preferential interaction of cosolute with protein and
the ensuing change in protein stability and conformation
once cosolute and protein interact. First, we present a
simple model that captures essential features of protein
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denaturation or stabilization by cosolutes. Second, as
expected from the excess/deficit reasoning of the Gibbs
adsorption isotherm, changes in protein conformation and
stability are demonstrably reflected in the directly counted
number of associated cosolutes. Finally, by comparing
protein conformations - both native and denatured - and
the corresponding levels of associated solute in the pres-
ence of different cosolutes, it becomes clear how protein
structure is determined by the extent and characteristics
of protein–cosolute association.

METHOD

For concreteness, we develop the method in terms of a
specific model, a protein polymer of N monomer amino
acids allowed to move on a 2D square lattice of M cells. The
lattice contains only one chain. With the consequent
absence of inter-chain interactions, the system is in effect
infinitely dilute with respect to protein.

In addition to the single protein chain, there are ns small
cosolute molecules, with each cosolute allowed to occupy a
single lattice site. The remaining nw lattice sites are
(implicitly) associated with solvent (e.g., water) so that
M � N � ns � nw.

We assign to each monomer either hydrophobic (H) or
polar (P) propensity. When they occupy nearest-neighbor
sites on the lattice, two non-consecutive (non-bonded)
monomers of type H interact with a favorable energy �hh �
0. In this HP model, the cosolutes interact with the chain’s
H- and P-type monomers through nearest-neighbor inter-
actions of energies �sh and �sp, respectively. We assume �
values are independent of neighboring occupancy and set
all other possible interaction energies to zero.

We work in the “semi-grand-canonical ensemble”.38

That is, each cell in the lattice is permeable to cosolute and
solvent molecules. The number of cosolute molecules in the
simulation box is determined by coupling to a bath where
the cosolute chemical potential is set at �s for a concentra-
tion cs � ns,b/Mb in a protein-free bath lattice of Mb cells
containing on average ns,b cosolutes. Assuming that the
solution in the bath lattice is ideal, �s � kBT ln[cs/(1 � cs)]
(see e.g. ref. 39).

The partition function Z� for the protein is expressed in
terms of the free energies Ei � gi

s of individual conforma-
tions i. Here, Ei is the sum of monomer–monomer interac-
tion energies, and gi

s accounts for all other protein–
cosolute interactions. The sum

Z���
i�1

�

e���Ei�gi
s	 (1)

extends over all possible polymer conformations; � 

1/kBT, T is the absolute temperature, and kB is Boltz-
mann’s constant.

Provided N is not too large, it is often possible to
enumerate all protein configurations explicitly.37 Simi-
larly, even all cosolute–protein configurations might be
enumerated for each configuration so as to evaluate the
partition function exactly. Here, in order to explore sys-

tems with larger N values, we use MC moves to generate
an ensemble of protein conformations.

Each trial MC move is made by pivoting one or two
monomers chosen at random while two flanking segments
are kept fixed. Such moves incur shifts of one or two or
three bonds (see Fig. 1). At the two chain terminal regions,
moves are made at random to the three terminal mono-
mers in attempts to change their conformation. Trial
polymer configurations that result in overlapping mono-
mers are rejected; for other moves, the change in internal
energy (between protein monomers) is evaluated.

Rather than using insertion and removal moves of
cosolute particles into and out of the system to maintain
fixed chemical potential, we here use a different approach.
For any protein configuration i generated using the MC
procedure, we evaluate the (free) energy gi

s associated
with the cosolutes–polymer interaction. We do this by
evaluating the (grand canonical) partition function for
each adsorption site j that neighbors one or more of the
protein monomers (see e.g. ref. 39):

�ij � 1 � e����j��s	 (2)

For a specific polymer configuration i, the cosolute-related
free energy is therefore

gi
s � � kBTln �

j�1

2N�2

�ij (3)

In eq. (3), the product extends over the maximum number
of interaction sites that may become available to the
cosolute, 2N � 2. Note that in most conformations not all
sites will be available for binding: typically some will be
occluded from a cosolute’s reach. For those sites, we
assume �j � 0, �ij � 1 � e��s

(as we do for other sites in the
bathing solution away from the polymer). It is important to
take all 2N � 2 sites into account so as to keep a
well-defined reference free energy, taken here to be the
fully extended chain with 2N � 2 sites exposed to cosolute.

The transition to a new trial configuration in the MC
procedure is determined by the usual Metropolis proce-
dure30 with the Boltzmann weight of exp[��(gi

s � Ei)]. We
thus trace over the cosolute degree of freedom for each
polymer configuration while a new trial configuration is
generated during the MC run. In this sense, we evaluate
(free) energies quickly, avoiding the need to evaluate them
for all possible protein conformations with all cosolute
complexions.

Fig. 1. Types of MC attempts. At positions away from the chain
termini, one-segment or two-adjacent-segment flips are tried at randomly
chosen positions. At either terminus, simultaneous moves of the three last
segments are tested.
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After an initial equilibration period, typically �106 MC
moves (each move, on average, including one attempted
trial for each protein segment), conformations are recorded
for at least another 107 moves. In order to ensure two
configurations sampled are independent, data are col-
lected only every 102 MC steps. By following the ensemble
of probable states once the simulation has reached equilib-
rium, the number of associated cosolutes with a conforma-
tion i can be evaluated. We do this by summing the
probability for each (potential) binding site j on the
protein’s surface to be occupied by cosolute,

ni � �
j�1

2N�2 e����j��s	

1 � e����j��s	 (4)

In order to obtain the excess of bound cosolute ni
es � ni � nb

from the evaluated ni, we must account for the background
concentration of bathing cosolute in the absence of protein
nb � (2N � 2)e��s

/(1 � e��s
). Note here that, out of the 2N �

2 possible sites, the sites unavailable for cosolute in many
protein conformations are subtracted out in this way.

We compared this simulation approach with another,
where explicit cosolutes were modeled using insertion and
annihilation trial moves to keep the chemical potential
fixed. We found that both methods gave identical results
within statistical error (see below). However, the time
needed to run the traditional simulation was much longer.
This rapidity is possible in the simulation method em-
ployed here because the run time becomes independent of
�s. The number of terms in the partition function depends
only on N, not on cs.

Equilibrium Constant and Free Energy

It has been shown that within the HP model one can
design many chain sequences that, for energetic reasons,
reveal a single most stable conformation at thermody-
namic equilibrium. If such a conformation exists, we define
it as the native state (N). All other conformations will be
defined as part of the denatured state (D). In these terms,
the equilibrium constant for denaturation, N º D, is
defined as the equilibrium ratio between ensemble prob-
abilities for the denatured state, PD, and the native state,
PN,

KN/D �
PD
PN

�

�
i�2

�
Pi

P1
(5)

In eq. (5) we have set i � 1 for the native state and i � 2,
. . ., � for all other (denatured) conformations. The stan-
dard free energy for the reaction is then

G � � kBTlnKN/D (6)

We focus specifically on �G(cs)
G(cs) � G(cs � 0), the
difference in G due to cosolute addition.

The change in the free energy for a certain protein
conformation upon immersion in a cosolute bathing solu-
tion at a chemical potential �s is related to the excess

(average) number of cosolutes in the vicinity of that
configuration, Nes:

dGi
immersion��Nesd�s (7)

The relative stability of the (single) native configuration
and all other denatured configurations is then related to
the difference in the number of excess cosolutes in the two
states,

d�G
d�s � � Nes (8)

This is the well-known Wyman linkage relation.40 For the
collection of denatured configurations, we in fact consider
the ensemble average of associated cosolutes in that state
ni

es; each configuration contributes to the count of excess
cosolutes in proportion to its equilibrium probability Nes �
�ni

es�T.

A Measure of Nativeness

There is no unique way to define the extent to which a
given configuration differs from the native configuration.
Here, we find it most instructive to speak of the “native-
state overlap” Q.41 This measure allows us to assign
probabilities for configurations containing a certain num-
ber of native inter-protein contacts. We found that, on the
nativeness scale, this measure closely groups configura-
tions that are not only structurally similar but also have a
similar ensemble probability at equilibrium.

We define the overlap by first introducing m, the
contact matrix for a certain configuration m, whose ele-
ment ij

m is 1 if monomers i and j are non-consecutive
monomers in contact (i.e., nonbonded nearest neighbors on
the lattice), and 0 otherwise. The contact matrix is symmet-
ric, and all its diagonal, sub- and superdiagonal elements
are zero. We denote the contact matrix for the native state
N by its elements ij

N.For any configuration m, the native-
state overlap is formally defined here as

Qm � �
�i,j�

ij
Nij

m (9)

with the sum extending over all i, j pairs once. Simply
stated, for a native state overlap score, a monomer–
monomer contact is counted if it appears also in the native
configuration. We will present results in terms of P(Q), the
equilibrium ensemble probability for any configuration to
score a value Q.

Protein

As with real proteins, different model proteins are
expected to follow different folding/unfolding pathways
and to display intermediates that reflect the sequence and
native structure of the protein. Here, to follow specifically
the role of cosolute, we limit consideration to one protein
sequence exposed to different cosolutes and concentra-
tions.

We choose a protein chain, Figure 2, extensively studied
for its distinct folding and intermediates.42–44 Composed
of 20 monomers (N � 20), 12 of type P and 8 of type H, it
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spontaneously folds to the native structure [Fig. 2(a)] in a
few MC steps. In the native state, all H monomers are
surrounded by P monomers, so that no H monomer is
exposed to the bathing solution. The native structure has
been described as a 2D analog of a �-sheet and has been
shown in MC simulations to fold through several well-
defined intermediates and pathways.42–44 The energy of
the native conformation is at least 2�hh lower than that of
any other unfolded conformation. Consequently, for �hh �
�3kBT, this is the most stable configuration so that G �
0. However, this does not imply that the system contains
only two well-defined states. In fact, we show in the
following sections that other stable collections of configura-
tions, intermediates, may become populated under differ-
ent conditions.

This model protein has also been studied in the context
of chemical denaturation; the denaturant effect was intro-
duced through a change in the HH interaction parameter
�hh. With no other interaction in the system, this change in
�hh corresponds to a change in temperature; lowering �hh is
equivalent to raising T. Working through �hh may also be
considered a mean field approximation to the denaturation
with a single field (temperature) acting to denature the
protein. In contrast, in this study, we vary cosolute chemi-
cal potentials as well as cosolute–protein interaction pa-
rameters, in this way locally affecting individual mono-
mers to different extents. With many more, explicitly-
evaluated, local fields acting on the protein, we expect a
richer denaturing behavior. We can also explicitly account
for numbers of associated cosolutes and follow the relation-
ship between stability and numbers adsorbed using Wyman
linkage [eq. (8)]. Where instructive, we will compare
thermal to cosolute denaturation.

RESULTS
Protein Stability

For several types of cosolutes, Figure 3 shows the
probability PN of finding the native state in the ensemble

of accessible configurations. As the chemical potential of
cosolute in the bath is varied, the probability (hence
stability) of the native state changes, reflecting the pro-
tein’s susceptibility to solution composition. Added coso-
lute that interacts unfavorably or is excluded from the
protein’s neighborhood (�sh � �sp � 1kBT, squares in Fig. 3)
tends to stabilize the compact native configuration. The
protein minimizes the surface exposed to interactions. In
contrast, agents that act favorably toward one or two types
of monomers tend to denature the protein and to favor
non-native conformations. Figure 3 also shows the action
of two denaturing agents that are very similar in their
denaturing ability, although their interaction parameters
differ quite substantially. While one (�sh � 0, �sp � �2kBT,
triangles in Fig. 3) interacts with P type monomers only,
the other (�sh � �sp � �1kBT, circles in Fig. 3) interacts
with both types of monomers to the same extent. In spite of
similar effects on protein stability, the ensuing protein
denatured states differ (shown below).

Finally, Figure 3 shows that the simulation method we
present gives results identical to those that are obtained
using the common grand-canonical ensemble MC requir-
ing periodic attempts to delete and insert cosolute into the
simulation box. In Figure 3, diamonds correspond to
simulations using such explicit cosolutes, while circles
show results using our implicit coslute method for the
same interaction parameters. The results of both are
identical within statistical error. However, run time for
high cosolute density (cs � 0.1) was at least 100 times
longer using explicit cosolute. In the following sections, we
demonstrate thermodynamic equalities in the system -
most importantly the Gibbs adsorption isotherm - showing
that equilibrium is fully attained in simulations using
implicit cosolute.

Fig. 2. Compactness seen in native (A) and several typical denatured
(B–D) conformations. Polar monomers (P) are indicated by open circles
and hydrophobic (H) by filled circles. The broken circles show sites of
possible cosolute binding to two or more monomers. The native conforma-
tion (A) enjoys a maximum of eight HH contacts and a native-state overlap
score of Q � 11. Denatured conformation B has six HH contacts and Q �
6; conformation C, 6 HH contacts with Q � 7; conformation D, 4 contacts
with Q � 4 [computed using eq. (9)].

Fig. 3. Probability of the native configuration as a function of cosolute
concentration. Different sets of interaction parameters reveal different
forms of response. Squares (turning up) show stabilization of weakly
folded native form by exclusion of repelled cosolute, (HH segment contact
energy �hh � �3kBT, cosolute to segments H and P contact energies, �sh

� �sp � 1kBT). Circles and triangles (turning down) show compact native
form undone by absorptive cosolute. For triangles �hh � �4kBT, �sh � 0,
�sp � �2kBT. For circles �hh � �4kBT and �sh � �sp � �1kBT. For
comparison, shown in diamonds, results from simulations using the usual
MC grand canonical ensemble method, � 102 times slower, involving
explicit cosolutes with the same contact energies as used for circles.
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For all cosolutes, the dependence of the N to D transi-
tion on cosolute concentration is rather sharp, though not
as sharp as in many real proteins. We may attribute this
difference to the coarse grained, 2D nature of our model.
Yet some important features of protein denaturing are
reproduced faithfully. One of these is the dependence of
protein denaturing free energy �G � G(cs) � G(cs � 0)
on cosolute concentration, shown in Figure 4.

We find that, for a large number of cosolute-interaction
parameters, protein stability is nearly linear in cosolute
concentration. This is true both for denaturing and for
stabilizing agents. Because it is possible within the simula-
tion to evaluate the equilibrium constant directly for the
case of no added cosolute (a complex feat in real experi-
ments), we can conclude that within our model this
linearity is maintained from low to high cosolute concentra-
tions. An exception to this is the cosolute that interacts
strongly with the P type monomers only (�sh � 0, �sp �
�3kBT, Fig. 4 full triangles), for which deviation from
linearity greater than the statistical error is observed. We
can expect such deviations for strongly associating coso-
lutes. In the extreme case of very strong adsorption, this
non-linearity indicates the finite number of accessible,
cosolute adsorption sites and depends strongly on the
details of protein structure.

The strong influence of stabilizing cosolutes on the
protein can be easily appreciated by considering the
changes in G itself (rather than �G). The inset in Figure
4 follows the change in protein stability for two proteins
with the same monomer sequence but different internal
interaction parameters �hh. For one, �hh � �3kBT, making
the native state unfavorable, so that in the absence of
cosolute PN � 0.2 (circles in Fig. 4 inset). As excluded
cosolutes (�sh � �sp � �1kBT) are added, the probability of
the compact native state increases (G for denaturation
becomes more positive). For comparison, we show results
for the same protein sequence stabilized by the inter-

monomer interactions �hh � �4kBT. As expected, the
native state is the stable state (PN � 0.75), remaining
unchanged (within statistical error) in the presence of
cosolutes with which it has zero interaction energy (Fig. 4
inset, filled squares).

At higher cosolute concentrations, the poorly folded
protein becomes better folded, until at cs � 0.6 it (almost)
regains the stability of the reference protein. By its
unfavorable interaction with the protein, the cosolute
works to stabilize the compact native state. Forming a
cosolute-free zone around the protein, the system mini-
mizes energetically unfavorable cosolute–protein interac-
tions. However, in so doing, the system incurs another
price associated with the loss of mixing entropy from the
cosolute excluding volume. As the cosolute concentration
in the bath is elevated, this price becomes larger; the
system tends to minimize the penalty by compacting the
protein, thus minimizing the excluding volume (solvent,
empty lattice sites) the protein produces. In this sense this
is a solvent (water) effect (rather than a cosolute effect),
though the solvent is only implicitly taken into account
here.7

Cosolute Adsorption

By studying the way in which different cosolutes adsorb
onto the protein under different conditions, we learn how
adsorption confers stability. For two cosolutes, Figure 5
follows the total number of cosolutes adsorbed to the
protein (squares) as well as the number of exposed protein
sites available for interaction (circles) as cosolute is added.
Though the effect of these two denaturing agents on
protein stability is similar (compare open squares and
diamonds, Figure 4), their adsorption behavior is different,
as compared below.

In Figure 5, filled symbols correspond to weak cosolute
interaction with both P and H type monomers with the
same energy, �sh � �sp � �1kBT. In this case, we observe a

Fig. 4. Differences in protein stability, �G caused by addition of several different cosolutes to proteins with
the same sequence. Inset: Stabilization by the action of cosolutes. Change in denaturation free energy G vs.
added cosolute for two proteins of the same sequence but different contact energies. Note that in the inset
G(cs) from Eq. 6 is itself plotted, not the differences between G(cs) and G(cs � 0). Interaction parameters
for the different sets are tabulated in units of kBT.
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gradual opening of new adsorption sites with increasing
cosolute concentration. This reflects the tendency of the
protein to make more sites available for favorable interac-
tion with cosolutes. In concert, the numbers of cosolutes
adsorbed also grows gradually. The curves do not seem to
reach saturation at all studied concentrations, reflecting
the fact that the protein is still undergoing unfolding.
(Recall that the maximum number of sites on the protein is
2N � 2 � 42.)

In contrast, �sh � 0 and �sp � �2kBT (Fig. 5, open
symbols) show a Langmuir-like cosolute adsorption iso-
therm. This saturating adsorption reflects the nature of
the protein’s unfolding. Rather than continuously unravel-
ing, the protein follows more closely a two state process; it
reaches �22 available sites for cs � 0.2 (Fig. 5, circles) and
remains almost unchanged after that. This number of sites
in turn becomes the limit of cosolute adsorption.

The difference in the action of the two cosolutes consid-
ered is related to their interaction with the protein and the
ensuing stabilization of different protein configuration
ensembles (states or intermediates). The most probable
configurations found in the presence of cosolute is deter-
mined by the balance of intermonomer and cosolute–
monomer interactions. When cosolute tends to associate
favorably with one monomer type but not with the other,
the system is frustrated. Rather than unfolding completely
to allow both maximal contact with cosolute and chain
configurational entropy, the protein will only unfold to the
extent that adsorbed cosolute to one monomer type can
stabilize it at the expense of lost favorable intermonomer
interactions.

In fact, we show in the next section that the action of
different cosolutes can promote structurally different pro-
tein intermediates and denatured states, even when their
stability relative to the native state is comparable. As a
result, a final denatured state may present a different
number of cosolute adsorbing sites in different cosolutes.

From Wyman linkage, eq. (8), we expect the number of
cosolutes associated with the native versus all denatured

configurations to reflect protein stability. In thermody-
namic equilibrium, Nes is equal to the change in protein
stability at a certain cosolute chemical potential. Indeed,
in the simulation we can monitor these two thermody-
namic variables: numbers and free energies, in an indepen-
dent manner. First, we follow Nes, the difference in
numbers of associated (included or excluded) cosolutes
close to the protein (nearest neighbor) in excess with
respect to their numbers in the bathing solution. We do so
by taking ensemble averages, as described above [see eq.
(4)]. Second, we follow protein stability extracted from the
equilibrium constant KN/D [eq. (6)]. By fitting the set of
evaluated �G for different �s to a 4th (or higher) order
polynomial, we can access the derivative d�G/d�s. We
compare this derivative to Nes for several different coso-
lutes in Figure 6.

For all cases considered, we find that numbers and
changes in stability are identical within statistical error of
the simulation. This is true for both included and excluded
cosolutes. Note that the relative error between the two
observables becomes slightly larger for �s � �1kBT. One
possible explanation is that it is harder to obtain stable
averages at such high cosolute concentrations, which tend
to slow the transitions between the many configurational
states. Another possible cause is the limited accuracy of
the fit of �G from which the derivatives are obtained.

As confirmed, changes in stability are directly related to
differences in numbers adsorbed in the two (denatured
and native) states. How then do different protein–cosolute
interactions affect cosolutes in their stabilizing/destabiliz-
ing properties? One aspect is the extent to which cosolutes
will adsorb/associate with the protein. This is directly
related to the apparent interaction parameters for the
cosolutes, and leads to the observation of the Wyman
linkage discussed in this section; the more cosolutes bind
to a particular state, the more that state is stabilized. The
other aspect is more subtle and is related to the ability of
different cosolutes to stabilize different denatured interme-

Fig. 5. Cosolute action on folding seen through adsorption isotherms.
Squares show ensemble-average total numbers of cosolute adsorbed to
all protein conformations; circles show number of exposed protein sites.
For filled symbols, �sh � �sp � �1kBT; for open symbols, �sh � 0 and �sp �
�2kB T. For both open and full �hh � �4kBT.

Fig. 6. Evidence of the adsorption isotherm: comparison of the
changes in the number of excess cosolutes associated with the protein,
Nes (open symbols) and change in protein stability with the change in
cosolute chemical potential, d�G/d�s (full symbols), as a function of
cosolute chemical potential. Circles correspond to �hh � �4kBT, �sh � 0
and �sp � �3kBT. Squares correspond to �hh � �4kBT and �sh � �sp �
�1kBT. Triangles correspond to �hh � �3kBT and �sh � �sp � 2kBT.
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diate states, depending on their mode of interaction with
the protein, as discussed in the next section.

Protein Configurational Changes
Temperature Effects

Previous studies of the same model protein sequence
used here not only followed the denaturation and folding
but also showed the probable conformations for different
folding conditions set by the interaction parameter �hh.42–44

Figure 7 shows the probability of finding, at equilibrium,
conformations with Q native contacts at different tempera-
tures (characterized by �hh). Where no cosolute is present,
the results closely follow previous studies of this protein.
Though the method for classifying configurations is slightly
different in our study, we find the predominance of the
same types of conformations (for �hh � �4kBT). In fact, the
same conformations appear in both studies as the leading
probable denatured configurations (Fig. 7).

When only interaction parameter �hh acts, we can expect
the internal (HH) protein to determine the stability of a
certain configuration. This is indeed what we find when we
observe the number of states that are most probable at
different temperatures. As the temperature is elevated
(�hh lowered), configurations with a smaller value of native
contacts Q become more abundant. Moreover, a major
determining factor in what the probable configurations
will be (aside from the configurational degeneracy of a
certain state) is the number of HH bonds in that configura-

tions. Higher temperature configurations with a smaller
number of HH bonds become more probable. In Figure 7,
the most probable denatured configuration shifts from Q �
9 to Q � 7, Q � 5 and so on. Concomitantly, the number of
intact HH bonds moves from 7 (only one less than in the
native state) to 5 to 4. We conclude then that the number of
HH bonds plays a pivotal role in determining the structure
of the intermediate states of the protein under thermal
denaturation.

Cosolute Stabilizing Effect Through Osmotic Stress

When cosolute is highly excluded, it is useful to consider
the solvent chemical potential, rather than that of coso-
lute.7 Using the Gibbs–Duhem relation, nsd�s � nwd�w �
0, we can rewrite eq. (8) to relate protein stability to the
differences in numbers of cosolute excluding solvent be-
tween D and N states Nesd�s � Newd�w � 0,

d�G
d�w � � New (10)

For low cs, van’t Hoff’s law gives d�w � � kBTdcs. We
follow a highly excluded cosolute; shown in Figure 4 by
empty circles. Here, linearity implies an osmotic (rather
than cosolute binding) effect, enabling us to speak of a
constant number of cosolute excluding (solvent) sites.
First, from Figure 4, we find a loss of New � �(d�G/dcs)
�7 cosolute excluding solvent sites in the folding process.
Independently, we find by counting directly in the simula-
tion that the average number of sites neighboring the
protein chain in the D state, when no cosolute is present,
is � 23.6. In the N state, only 16 sites are available for
interaction with cosolute [see Fig. 2(a)]. The difference in
available sites, � 7.6, is very close to the 7 sites found from
eq. (10).

We find that the stability of denatured configuration in
an excluded cosolute corresponds simply to the number of
exposed sites they display for unfavorable cosolute interac-
tion. The main tendency to fold is then a matter of
minimizing unfavorable contacts. Because the folded pro-
tein has the most favorable ratio of exposed to buried sites,
it is also the one that becomes yet more stable.

Cosolute Denaturing Effect

When can we expect denaturation by cosolutes to stabi-
lize intermediates that are similar to those obtained
through thermal denaturation? Figure 8(a) shows the
effect of one such cosolute, characterized by equal and
weak interaction with both H and P monomers (�sh � �sp �
�1kBT). The cosolute effect is homogeneous over the whole
surface of the protein and is analogous to that of a good
versus bad solvent in theories of polymer swelling and
protein denaturation;46–47 the cosolute’s action can be
described adequately through one parameter (such as the
chemical potential of the cosolute). Comparing Figure 7
and Figure 8, we find that, in terms of the most probable Q
values, the stable intermediates in cosolute denaturation
are quite similar to those formed in thermal denaturation.
However, some differences can still be observed. In ther-
mal denaturation, the internal HH energy is key. For

Fig. 7. Lower temperature and stronger H-H attraction compacts
conformations. Probability of finding conformations with a native overlap
Q [eq. (9)] for several temperatures (and no added cosolute), defined
through the interaction parameter �hh. For diamonds, �hh � �6kBT, for
triangles �hh � �3kBT, for squares �hh � �2kBT and for circles �hh � 0.
Also shown are the native (Q � 11) and three typical denatured
conformation corresponding to Q � 9, 7 and 5, as indicated by arrows.
These configurations correspond to common structures in refs. 42 and 43.
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cosolute denaturation, the ability of a certain configura-
tion to enjoy two or more contacts with a single cosolute
molecule (bridging interaction) is an additional important
factor. Such sites add stability through favorable interac-
tion energies with the cosolutes. Therefore, the system
favors configurations that possess cavities, pockets or
loops that enable cosolutes to interact with more than one
monomer at a time [see Fig. 2(c and d)]. This aspect is hard
to capture in mean-field theories. It corresponds to local
structures (formation of loops and bridging interaction)
and their ability to interact with the cosolute, depending
on the details of the protein sequence.

When cosolute–protein interaction is stronger, or when
they are very different for H and P type monomers, other
effects on conformation stability can be seen. Figure 8(b)
follows the probability of intermediates for �sh � 0 and �sp

� �2kBT. One striking feature is that a single Q value
(Q � 6) becomes the most probable configuration. The
ensemble of denatured states follows closely a two-
conformation transition between those depicted in the
figure. Other, more random configurations never become
more favorable. This highly preferred configuration is a
direct consequence of the specific cosolute–protein interac-
tion. The system tends to expose P type monomers (favor-
ably interacting with the cosolute) while burying H mono-
mers (which interact with each other but not with the
cosolute). The optimum is achieved with configuration B in
Figure 2. This configuration maintains six of the eight
possible HH interaction, while exposing many more P
monomers for interaction, including some favorable cavi-
ties, enabling two P monomers to interact with a single
cosolute.

The stabilizing effect of the cosolute on this particular
conformation is also the reason for the fast saturation in
cosolute adsorption and limited unfolding observed in
Figure 5. The protein denatures only to the extent that the
one stable conformation is unfolded, exposing the limited
number of adsorption sites on that stable intermediate.
Thus, structure is maintained in the denatured state,
differing markedly from that found in the presence of the
other cosolute shown in Figure 8(a).

Discussion

In recent years, it has been realized that understanding
the conditions under which proteins fold is key to under-
standing their structure in solution. If we are to model
proteins - whether natural or synthetically engineered - we
must be able to model the effect of environmental condi-
tions. Recall how cosolutes affect the stability of proteins:
they do so through favorable or unfavorable preferential
interactions; they tend to accumulate, solvate better or
adsorb in the vicinity of the protein or may otherwise
become depleted from the protein’s surface. A manifesta-
tion of these interactions can be evaluated experimentally
(for example by changes in solution vapor pressure due to
protein addition) and are usually reported in terms of
so-called ‘preferential interaction coefficients’.5,11,12 In turn,
these effective potentials could be fed back into simula-
tions of the type described here, to give predictions of
structure and stability of proteins. Another important
source for interaction parameters are atomic detail simula-
tions of solvated peptides or small proteins and other
macromolecules.23,48–50

Using a novel method for evaluating cosolute–protein
complexions and their probability in equilibrium, we can
follow the effects of cosolutes on proteins. Our technique is
quite general and can be used whenever there is a way to
evaluate the cosolute partition function for each particular
protein conformation. Most models that take into account
explicit cosolute will scale in computer run-time with the
number of cosolute particles in the system. Here, because
evaluations are made only according to the number of
available exposed interaction sites, our algorithm speed is
independent of the total number of particles. The result is

Fig. 8. Through protein-cosolute interactions, different cosolutes deter-
mine the protein’s stable intermediates. Probability of finding conforma-
tions with a native overlap Q for several cosolute interaction parameters
and concentrations. For both panels �hh � �4. In (a) �sh � �sp � �1kBT. In
(b) �sh � 0 and �sp � �2kBT. The different data sets in (a) and (b)
correspond to: cs � 0.01 triangles, cs � 0.3 squares and cs � 0.5 circles.
The protein conformations correspond to the native structure and to
typical configurations of the stable intermediate states.
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a reduction in run times, typically at least 100-fold for
(physiologically) reasonable cosolute concentrations.

What can we expect to learn from simulations that
account for the effect of cosolute? Here, we demonstrated
some attainable properties in a lattice model system. In
spite of their simplicity and inability to reproduce all the
details of the experimentally observed folding process,
lattice models have been used extensively to obtain some
important insights on protein folding pathways and stabil-
ity.2,36,42,44,51–55 They have also been used to explore the
binding of small agents to the protein, causing ligand-
induced denaturation and other types of binding behav-
iors.37 The model oversimplifies the interaction of coso-
lutes with proteins. For example, it is probably hydrated
cosolute that associates with the protein’s surface (or
domain) to an extent different from how water interacts
with it.23,48–50 The interactions with cosolute represented
in our model should therefore be regarded as site specific
potentials of mean force. Further, cosolutes in the simula-
tion were assumed to occupy one lattice site. The algo-
rithm can be easily extended to also include cosolutes of
various other sizes, by considering the change in chemical
potential for solutions containing different sized cosolutes
and solvent. However simple, the simulation still captures
the essential effect of cosolute interacting with protein,
namely the change in (free) energy upon association. The
model serves as a practical demonstration of our tech-
nique, a powerful approach allowing us direct access to the
effect of cosolute on protein stability.

While we model proteins in a very simple manner,
certain fundamental features of cosolute denaturation and
stabilization emerge. Experimentally, it is well estab-
lished that many proteins undergo the chemical denatur-
ation process with increased amounts of added cosolute in
one step, folded to unfolded. This feature is often not very
sensitive to the type of denaturant used. Treating the
stabilization or destabilization as a two-step process (na-
tured–denatured), it is often found that the change in
protein stability (reported as the change in the standard
free energy for the denaturation process) is almost linear
with the concentration of added cosolute.56–58 This linear-
ity has been a topic of extensive experimental and theoreti-
cal study, and is often used as a way of determining
(through extrapolation) the stability of the native protein
in the absence of cosolute. In the simulation, Figure 4, we
indeed find for a large range of parameters a linear
dependence of �G on cosolute concentration.

Based on the Gibbs adsorption isotherm, our simulation
strategy also allows us to follow the change in stability
with added cosolute through cosolute association with
protein. The idea, first used with reference to proteins by
Wyman40 and Tanford19 then Schellman14,22,38 and oth-
ers,59,60 is related to that of Gibbs31 for the free energy
associated with creating an interface.7 It states that the
change in the energy required to create the interface with
the addition of solute is in proportion to the excess of that
solute in its vicinity. Later studies used this statement,
together with different specific models, to extract from
protein denaturation studies phenomenological parame-

ters referred to as hydration, partition coefficients and the
exposed surface area upon unfolding. In the simulation, we
follow the relationship between protein stability and num-
bers of associated cosolutes. We demonstrate that at
thermodynamic equilibrium, the linkage between cosolute
adsorption and stability holds, and thus the extent of
exposed protein surface with cosolute concentration can be
followed (Fig. 6).

By preferentially interacting with the protein, the coso-
lutes change the ensemble probability of the different
protein configurations, hence stabilizing or destabilizing
different states. The stabilizing (or destabilizing) of the
associating cosolute (the work of inserting protein into a
cosolute- containing medium) is in proportion to the num-
ber of cosolutes associated with the protein. Further, in the
language of Wyman linkage, cosolutes’ relative stabilizing
action of the native versus denatured states is in propor-
tion to the difference in the number of cosolute molecules
adsorbed (or depleted) in the two states [eq. (8)]. Indepen-
dent of models and definitions of denatured, native, or any
other state, by evaluating the difference in the number of
excess cosolutes associated with different states at differ-
ent cosolute concentrations, we are able to determine the
change in their relative stability.

In contrast to simple adsorption, where the number of
available surface sites is fixed, proteins are flexible and
can respond to conditions set by solution by folding/
unfolding to expose less or more sites for adsorption. We
find that the effect of inclusion or exclusion of cosolute
from the protein surface is to further increase or decrease
the exposed part of the protein’s chain so as to allow more
or less surface to interact, as shown in Figure 5. For highly
excluded cosolute, changes in protein stability are simply
related to the change in the number of cosolute excluding
(solvent) lattice sites upon denaturing. For cosolute inter-
acting favorably with H/P, the protein may respond in one
step - native to unfolded - or in a series of intermediate
unfolding steps, depending on cosolute, as shown in Figure
5. The ensemble of denatured configurations found in
simulation also differs in response to different cosolutes,
reflecting the preferential interactions between each coso-
lute and the protein.

Experimentally, some proteins are found to undergo
denaturation through one or more stable configurations
(intermediates) in two or more denaturation steps.1,61–63

The structure of the intermediates depends not only on the
protein sequence, but also on the type of cosolute used; an
example is the ‘molten globule’ state of some acid-
denatured proteins.64,65 In the past decade, important
insight has been gained concerning the complexity of the
denatured states.66–69 Once thought to be random, it has
now been shown that in many cases residual structure is
maintained in the denatured state and that this structure
is also dependent on the type of cosolute used.70

While stability of the simulated protein is directly
reflected in numbers bound, ensuing configurational states
and the structure of protein intermediates depend more
sensitively on the specifics of interaction parameters.
Similar denaturation intermediates result from exposure
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to weakly and non-specifically interacting denaturing coso-
lutes as from thermal denaturation [compare Figs. 7 and
8(a)]. On the other hand, we find more complex behavior
with strongly binding cosolutes, or ones that interact
preferentially with a particular monomer type. Such coso-
lutes promote the formation of distinctly different interme-
diates from those found in thermal denaturation; compare
the configuration in Figure 2(b) for cosolute interacting
strongly only with P monomers to Figure 2(c and d) for
weak binders to both P and H. The denatured state is thus
shown to possess structure, which depends on the type of
cosolute used.

Finally, we note that the simulation method can be
extended to kinetic (e.g. molecular dynamic) studies. How-
ever, while for evaluation of thermodynamic properties
this method is exact, relaxation times must be considered
in kinetic studies. Only if cosolute–protein relaxation
times are much faster than global protein rearrangement
is the algorithm directly applicable.
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